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ABSTRACT
Gene regulation is one of the most important fundamental biological processes in living cells. It involves multiple protein molecules
that locate specific sites on DNA and assemble gene initiation or gene repression multimolecular complexes. While the protein
search dynamics for DNA targets has been intensively investigated, the role of intermolecular interactions during the genetic activa-
tion or repression remains not well quantified. Here, we present a simple one-dimensional model of target search for two interact-
ing molecules that can reversibly form a dimer molecular complex, which also participates in the search process. In addition, the
proteins have finite residence times on specific target sites, and the gene is activated or repressed when both proteins are simultane-
ously present at the target. The model is analyzed using first-passage analytical calculations and Monte Carlo computer simulations.
It is shown that the search dynamics exhibit a complex behavior depending on the strength of intermolecular interactions and on
the target residence times. We also found that the search time shows a nonmonotonic behavior as a function of the dissociation rate
for the molecular complex. Physical-chemical arguments to explain these observations are presented. Our theoretical approach high-
lights the importance of molecular interactions in the complex process of gene activation/repression by multiple transcription factor
proteins.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5123988., s

I. INTRODUCTION

Gene regulation is a crucial biological process that supports
the successful functioning of all living systems.1–4 Responding to
external environmental signals or to signals from other biologi-
cal cells, several classes of protein molecules, known as transcrip-
tion factors (TFs), are activated. These proteins are then assembled
at specific regulation regions on DNA by forming multimolecu-
lar complexes, which activates or represses the specific genes by,
respectively, increasing or decreasing the level of transcription.1,2

Significant progress in our understanding of how genes are turned
on or turned off in cells has been achieved in recent years.4 How-
ever, despite its critical importance for the survival of biological cells,
the molecular mechanisms of gene regulation still remain not fully
understood.3–5

The initial stage of gene regulation is the process of tran-
scription factors searching for specific sequences on DNA. It has
been intensively investigated in the last 40 years using various
approaches.6–20 Experimental studies suggest that in the target
search the protein molecules experience both three-dimensional (in
the bulk solution) and one-dimensional motions (along the DNA
chain), which leads to unexpectedly high protein-DNA effective
association rates in some systems. This is known as a facilitated
diffusion phenomenon.8,9,12 Multiple theoretical ideas to explain
these observations have been proposed, emphasizing the role of non-
specific protein-DNA interactions, conformational transitions, and
intersegment transfer for protein molecules bound nonspecifically
on DNA.17

Although theoretical investigations of protein search dynam-
ics have clarified many aspects of biochemical and biophysical
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phenomena during the early stages of gene regulation, one impor-
tant aspect of these processes is not taken into account in these
studies. Participating protein molecules interact with each other,
and the gene activation or repression will start only after mul-
timolecular protein complexes are fully assembled at the target
sites. It is known that the preinitiation complexes that are nec-
essary for the transcription of genes typically contain more than
100 protein molecules of different types.1,2 A recent experimen-
tal study also specifically showed that tuning the degree of poly-
merization in transcription factors Yan strongly modifies gene
repression in Drosophila, underlying the importance of protein-
protein interactions.21 Generally, proteins can produce a wide
spectrum of conformational states and multimolecular complexes
that might strongly influence the levels of genetic regulation in
cells.22

There are only few theoretical studies that address the role of
intermolecular couplings during the target search.23,24 Mean first-
passage times (MFPTs) for two independent particles with reversible
target-binding kinetics to reach simultaneously the target in a one-
dimensional system have been analytically calculated in Ref. 23.
However, in this work, the particles do not directly interact with
each other, and they are only coupled indirectly due to finite res-
idence times on the target site for each particle. The method uti-
lizes a continuum diffusion on the interval with the target located
at one end of the interval. This approach was recently generalized
for many particles in various dimensions,24 and approximate expres-
sions for first-passage time distributions (which are exact in certain
limiting cases) have been obtained. However, there are no theo-
retical studies that take into account explicitly the intermolecular
interactions.

In this paper, we present a minimal theoretical model that
investigates the target search dynamics of two interacting molecules
on a one-dimensional lattice. Since the molecules always remain on
the lattice without desorption to bulk solution, our model is relevant
to the long sliding length regime in the facilitated diffusion phenom-
ena.16 The molecules can form a dimer complex that can dissociate
back into separate particles. The molecules reversibly bind to the tar-
get site located in an arbitrary position of the lattice, and the search
process ends when two molecules are found simultaneously at the
target site. The dynamics in the system is analyzed in several limiting
cases using a first-passage approach, which was successful in stud-
ies of multiple processes in chemistry, physics, and biology.25–28 We
also investigate the search dynamics at general conditions employ-
ing extensive Monte Carlo computer simulations. Even though the
model is rather simple, it shows a rich dynamic behavior depend-
ing on the values of transition rates and diffusion coefficients of
the searching particles. We present physical-chemical arguments to
explain the complex dynamics in the system. Our theoretical method
clarifies the role of intermolecular interactions in the target search
phenomena.

II. MODEL
Let us consider a system shown in Fig. 1. There are two

molecules that diffuse along a one-dimensional lattice (which cor-
responds to a DNA chain) with a hopping rate μ1 in both direc-
tions. The lattice has L + 1 sites (L is even number), which are
labeled as −L/2, −L/2 + 1, . . ., and +L/2, and one of them is a

FIG. 1. A schematic view of the model. Two molecules (red and blue circles) are
moving on the lattice of size L + 1 with the hopping rate μ1. When two molecules
occupy the same site, they can form a complex with the association rate ka and
dissociate from the complex with the rate of kd . The complex moves on the lattice
with the hopping rate of μ2. When the molecule arrives at the target site, it can
leave the site with the rate koff.

special target site; see Fig. 1. The two molecules might form a com-
plex with a rate ka when they are found at the same site. The
association and the dissociation rates are related via a detailed-
balance-like expression, ka

kd
= exp(− E

kBT
), where E is the interac-

tion energy between two molecules. It has the following physical
meaning. The stronger the attractive interaction (E ≪ −1kBT), the
more probable the formation of the complex. However, increas-
ing the repulsion (E ≫ 1kBT) lowers the probability of the par-
ticle association. We assume that the particles interact only when
they are found at the same site. For the case when the association
rate is much faster than the diffusion (ka ≫ μ1), the complex for-
mation is almost instantaneous once two molecules arrive at the
same site. In the opposite limit of slow association or fast dissoci-
ation rates (ka ≪ μ1 or μ1 ≪ kd), two molecules cannot make the
complex, or the produced complex immediately breaks apart, and
hence, the particles move independently. Because the diffusion rates
reflect the effective interactions between the lattice (the DNA chain)
and the protein molecules or complexes, we generally expect that
μ2 < μ1.

In our model, the interaction between particles and the lattice
is different at the special target site. The particles have finite resi-
dence times at the target; see Fig. 1. The molecule can leave this site
with an unbinding rate koff due to the finite molecule-target interac-
tions. It is assumed that the search process ends when two molecules
arrive, either individually or as a complex, at the target site simulta-
neously. When the particles reach the target site as a dimer complex,
the process will end immediately. However, when the molecules
reach the target site as monomers, the finite residence times strongly
modify the dynamics in the system, as was already discussed
earlier.23

A. Simulation method and parameter choice
We perform kinetic Monte Carlo simulations of the model in

Fig. 1 using a method described in Ref. 29. Our model has totally
five kinetic parameters: μ1, μ2, ka, kd, and koff. We set μ1 = 0.25, and
all other parameters are normalized to that value. The time of the
system increases as ti = Δt × i, where Δt = (4μ1)−1 and i = 0, 1,
2, . . .. We use the time in the units of Δt in the following. When
the molecule is in the monomer state, it has three possibilities in
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the next step: it remains at the same site with the probability 1/2,
or it can hop onto its right or left sites with the probabilities 1/4 in
each direction, respectively. If the molecules are at the boundary of
the lattice (n = ±L/2), it can move only to the available site away
from the boundary. Considering the molecular complex, there are
also three possibilities in the next step. (i) It dissociates into two
molecules with the probability kdΔt; (ii) it moves as the dimer with
the probability μ2Δt to the neighboring site; and (iii) it remains at the
same site with the probability max{0, (1 − kdΔt − μ2Δt)}. The disso-
ciation event is modeled as the process in which one of the molecules
from the complex is hopping to the neighboring site, while the other
molecule stays at the same location. Initially, the two molecules
are randomly distributed on the lattice with the equal probabili-
ties. Our main interest is the time for the two molecules to arrive
at the target site located at the site m for the first time. We use typi-
cally 10 000 search events to calculate the mean search time, and the
error bars (standard error of the mean) are smaller than the symbol
size.

Although our goal is to develop a conceptual description of the
effect of intermolecular interactions in the protein target search, it
is important to connect the parameters used in our model to real
experimental systems. In this regard, the following comments can
be made. As we consider transcription factor (TF) motion along
DNA, one lattice site corresponds to one base-pair. In our model,
we normalize all the kinetic rates by μ1 so that the time scale is
given by the diffusion rate of the TFs. It was measured in experi-
ments that 1D diffusion constant of p53 proteins on DNA is in the
range of 10−5–10−6 bp2/s.30 Therefore, the unit time of our system is
10−5–10−6 s. For example, the time of 106 in our figures would cor-
respond to 1–10 s. The diffusion rate of the molecule complex is
μ2, and we expect that it will be smaller than the rate μ1 because of
stronger complex-DNA interactions. Three different parameters of
μ2/μ1 = {0.05, 0.1, 0.2} have been considered in this work. To the best
of our knowledge, there are no quantitative measurements of the
association and dissociation rates between two TFs when they collide
on DNA. However, in a recent paper,21 it was shown that the affinity
of self-association of SAM (sterile alpha motif) domains of Yan pro-
tein can be engineered to vary from −14 kcal/mol to 0. The affinity
is related with the ratio of ka/kd, and thus, both rates can vary over a
significant range of parameters. However, we expect the association
rate ka to be larger than the μ1 rate. The protein-DNA recognition
depends on the formation of hydrogen bonds with specific bases
and the sequence-dependent deformation of the DNA helix. As the
recognition ability is not perfect, the protein may need to arrive at
the target sequence multiple times before ultimately forming a sta-
ble protein-DNA binding. For this reason, it is realistic to assume
that the unbinding rate is koff > 0. However, one should also notice
that since only few relevant kinetic rates are measured experimen-
tally, we consider a wide range of parameters in our study in order
to consider all possible situations.

III. RESULTS
To understand better the mechanisms of the search phe-

nomena in the system of interacting particles, we analyze first
several limiting situations for which analytical results can be
obtained.

A. Strong repulsions: Noninteracting molecules
(ka ≪ μ1 or μ1 ≪ kd )

We start with analyzing a noninteracting limit when the com-
plex formation is very slow or the dissociation is very fast, i.e., for
ka ≪ μ1 or μ1 ≪ kd. This corresponds to the situation when parti-
cles strongly repel each other. As two molecules do not have time
to form the complex even when they are at the same site, essen-
tially all the time they move independently. In this case, the search
dynamics depends on the particle residence time 1/koff at the target
site.23 When koff = 0, the first molecule reaches the target site and it
will remain there forever. The overall search process ends when the
second particle arrives at the target.

Let us consider a general case of N noninteracting particles
searching for the target site. The distribution of first-passage times
for N molecules can be written as f (N, t) = −∂S(N,t)

∂t , where S(N, t)
is the probability that any of the N molecules does not reach yet the
target site at time t. This is known as a survival probability, and it
can be written as

S(N, t) = 1 −
N

∏
i=1
[1 − Si(1, t)], (1)

where Si(1, t) is the survival probability for the ith molecule. Then,
the MFPT to activate the target for the system of N molecules can be
found from

tN = ∫
∞

t=0
tf (N, t)dt = −∫

∞

t=0
t
∂S(N, t)

∂t
dt = ∫

∞

t=0
S(N, t)dt. (2)

Our main assumption here is that the survival probability for the
single particle can be approximated as an exponential function

S(1, t) ≃ exp(−t/t1), (3)

where t1 is the MFPT for the single particle. This leads to

tN ≈ ∫
∞

t=0
[1 − (1 − exp(−t/t1))N]dt, (4)

from which the mean search time for the system of N particles
can be always easily evaluated. For example, we have t2 = 1.5t1
for two independent particles and t3 = 11

6 t1 for three independent
particles.

Returning to our system with two noninteracting molecules
(N = 2), it is known that for the 1D random walk,16

t1 =
2L2 + L

6μ1
, (5)

yielding for the MFPT of two particles,

t2 =
2L2 + L

4μ1
. (6)

The results of our theoretical predictions as compared to computer
simulations are presented in Fig. 2, and excellent agreement is found.
The mean search time increases as t2 = T(2, L) ∝ L2, indicating
that the search process is effectively the one-dimensional process,
in agreement with our theoretical arguments. This is because it
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FIG. 2. The target search time as a function of the lattice size L for the irreversible
(koff = 0) and reversible binding (koff = 0.25) to the target site in the strong repulsion
limit when the dimer complex does not form. Here, the target is located at the right
end of the lattice n = L/2.

corresponds to the search time for the particle that arrives last to
the target site.

When the residence time at the target site is finite, koff > 0,
the dynamics of two molecules becomes more complicated.23 For
the special case of koff = μ1 (=0.25), the target site behaves exactly
the same as a reflecting boundary. Then, the system of two inde-
pendent searching particles on 1D lattice is analogous to a single
random walker searching for a target on 2D lattice. The MFPT for
such systems has been evaluated explicitly.31,32 In this case, the tar-
get search times grow as T(2, L) ∝ L2 ln(L), and this fully agrees
with the results of Monte Carlo computer simulations (see Fig. 2).
The problem of the target search by two molecules with the irre-
versible binding is identical to the search process of a single random
walker in a 2D square lattice. The number of distinct sites visited
by the walker after n steps on the lattice increases sublinearly as
A(n) ∼ n/ln(n) since the random walker can revisit the same sites
multiple times. The average number of steps n∗ needed to reach the
target site on the square lattice is then A(n∗) ≃ L2 since every site
must be visited. This corresponds to n∗ ∼ L2 ln(L) in the limit of
large L. This is the reason for the scaling of the search time observed
here.

B. Strong attractions: Instantaneous complex
formation (kd ≪ μ1 ≪ ka )

Another important limit is the case of the strong interaction
when the two molecules form the dimer complex instantaneously
once they arrive at the same site and the complex is stable for very
long times (kd ≪ μ1 ≪ ka). This corresponds to the case of strong
intermolecular attractions. The overall search process in this case
consists of two steps. Two individual molecules must first come
to the same site where the dimer complex is immediately formed,
and after that, the search is taking place only by the complex. This
suggests that the overall search time can be written as

T = Tenc + T1D,complex, (7)

where Tenc is the first encounter time of two molecules, and
T1D ,complex is the target search time for the complex. Since the
hopping rate of the complex is generally slower than that for the

FIG. 3. The target search time as a function of the dissociation rate kd for differ-
ent sets of diffusion hopping rates. Here, we take L = 100. The two molecules
are initially randomly distributed on the lattice with equal probability. We also set
koff = 0.25.

monomer particles, the second term in Eq. (7) is dominating. The
initial encounter can take place at any location, and this leads to the
following approximation:

T1D,complex ≃
1

L + 1

L/2

∑
−L/2

Tn, (8)

where we have16

Tn =
(L/2 − n)(3L/2 + n + 1)

2μ2
. (9)

The final expression for the MFPT is given by

T ≈ 1
6μ2
(2L2 + L). (10)

This formula approximates well the overall search time as indicated
in the simulation results; see Fig. 3 for small dissociation rates. One
can also see that increasing the hopping rate for the complex lowers
the overall search time, as one would expect.

C. General situation
Now, let us consider a general situation when the target search

is accomplished by both the monomer particles and the dimer com-
plex. The results of our calculations and Monte Carlo computer
simulations are presented in Fig. 3 where the MFPTs are shown
as a function of the dissociation rate kd for different values of
the complex hopping rates μ2. Three dynamic search phases can
be identified. When the dissociation rate is very large so that the
complex does not contribute to the search, we have an effective
2D dynamic phase since two articles move independently in the
system. In this case, analytical calculations describe perfectly the
search dynamics, as was already discussed above. In the opposite
limit of very low dissociation rates, the complex forms very quickly
and the search dynamics is effectively 1D because only one par-
ticle, the complex, is doing the search at these conditions. Again,
we have a very good analytical description of this dynamic phase.
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For intermediate values of intermolecular interactions, the search
dynamics can be viewed as a combination of 1D and 2D regimes
because both the monomer particles and the dimer complex partici-
pate in the search process. Surprisingly, it is found that in this regime
the search time might be the fastest, and there is a nonmonotonic
dependence of the MFPT as a function of the dissociation rate kd.
This implies that there is an optimal intermolecular interaction that
might accelerate the overall target search. This is one of our main
results.

To better understand this dynamic behavior, we analyze the
trajectories of the searching particles in the system by tracking
the positions of the two molecules (n1, n2) for different values
of the dissociation rate kd. The corresponding trajectories are
shown in Fig. 4. For the strong intermolecular attractions (small
kd), once two molecules form the complex by reaching the same
site, the complex moves as one particle with rare dissociations
(Fig. 4, top left). In this case, one can clearly see the motion
along the diagonal line, emphasizing the 1D nature of this search
regime. For strong intermolecular repulsions (large kd), the two
molecules move independently at all times. The 2D space is almost
fully explored in this regime (Fig. 4, bottom). At the interme-
diate values of intermolecular interactions, the molecules move
both as the complex and as the monomers (see Fig. 4, top right).
When the complex is formed, the trajectory follows only along
the diagonal direction in the (n1, n2) coordinates. However, these

diagonal excursions are typically short because the hopping rate μ2
is slow. When the molecules move independently as two particles,
they can move faster, which should accelerate the search. How-
ever, the particles also explore the space, and this slows down the
overall search because regions far away from the target are probed
repeatedly. However, for the intermediate values of kd, the optimal
balance between these two trends might be found. The overall search
time might be low because the target can be found from both the
1D mechanism (coming from the diagonal) and the 2D mechanism
(coming from all other directions). This phenomenon is similar to
the protein facilitated diffusion when the faster dynamics is found
for the regime that combines 1D and 3D motions.8,11,16,17,33

The target search dynamics shows a rich behavior, and we iden-
tified the target residence time (1/koff) and the strength of inter-
actions (in terms of the dissociation rate kd) as main factors con-
trolling the system. One can see this from Fig. 5, which shows
the heat map plot of the MFPT as functions of the kinetic rates
koff and kd. The fastest target search is observed for strong repul-
sions and large target residence times (large kd and small koff); see
Fig. 5. In this case, the system does not form the slowly moving
complex and keeping one particle at the target site for a long time
decreases the 2D space exploration. The slowest target search is
predicted for short residence times and strong interparticle attrac-
tions (large koff and small kd). These conditions favor the forma-
tion of the complex, which moves very slowly. The nonmonotonic

FIG. 4. The trajectories of the searching
molecules. Here, the lattice size L = 100
and the initial position of two molecules
are n1 = −50 and n2 = 0. The target is at
the end of the interval, i.e., at (L/2, L/2).
For simulations, the following parame-
ters were utilized: μ2/μ1 = 0.1, koff = 0.25,
and three different values of kd = {10−4,
10−2, 1} for top left, top right and bottom
panels, respectively.
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FIG. 5. Target search times as the function of the dissociation rate kd and the
unbinding rate koff. For simulations, the following parameters were used: L = 100
and μ2/μ1 = 0.1. The target is at the end of the interval.

behavior of the MFPT as the function of the dissociation rate kd
is observed for short residence times (large koff). Here, by tun-
ing the interaction strength, it is possible to reach the target in
the most optimal fashion by combining the effective 1D and 2D
mechanisms.

Our theoretical method allows us to explore the role of the tar-
get location on the search dynamics. The results are presented in
Fig. 6 for different values of the dissociation rate kd. As expected, the
search is faster for target in the middle of the interval in comparison
with the target location at the end of the interval. This is because the
average distance between the starting locations of the two particles
(uniformly distributed along the interval) is shorter when the target
is inside the segment. For small dissociation rates, the target search
is effectively the 1D process because the complex is the dominating
state in the system. It can be shown then that for the target at the
site m,16

T1D(m) =
L2 + 2L + 12m2

12μ2
. (11)

This result agrees reasonably well with computer simulations: com-
pare red symbols and the red curve. For the set of parameters in

FIG. 6. Search time as a function of the target position m for three different values
of kd . Here, the lattice size L = 100 and μ2/μ1 = 0.1.

Fig. 6, the mean search time is lowest for the intermediate value of
kd irrespective of the target location.

IV. SUMMARY AND CONCLUSIONS
Protein search processes for specific sites on DNA have been

intensively studied theoretically in recent years, but interactions
between participating molecules have been mostly ignored. To fill
this theoretical gap, we developed a minimal theoretical model of
the target search by two molecules that are exploring 1D segment
of sites, one of which is the target. In our model, the molecules
that occupy the same binding site can reversibly transition into the
dimer complex, and these association/dissociation processes reflect
the interactions between them. The dimer complex can also move
along the lattice, although slower than the individual particles. The
molecules have finite residence times at the target sites, and the
search is accomplished when both of them are found at the target
simultaneously.

We investigated the target search using analytical calculations
and Monte Carlo computer simulations. Our theoretical analysis
shows that three dynamic search regimes are possible in the sys-
tem depending on the strength of intermolecular interactions. For
strong attractive intermolecular interactions, the particles quickly
transition into the dimer complex, which performs the search for the
target. This dynamic regime is effectively one-dimensional. In the
opposite limit of strong repulsions, the dimer complex cannot exist
in the system and the two molecules perform the search for the tar-
get. This regime is effectively two-dimensional because of indepen-
dence of searching molecules. For the intermediate range of interac-
tions, the search regime can be identified as 1D+2D because the sys-
tem switches between the dimer complex and the two independent
particles. It is also found that there might be the optimal strength
of interactions at which the dynamics is the fastest due to combina-
tion of two possible mechanisms of the target search (1D+2D). In
addition, our calculations show that increasing the target residence
time of the particles should accelerate the search. Furthermore, the
search dynamics is faster for targets far away from the boundaries of
the system.

Although our theoretical method clarifies many aspects of
the intermolecular interactions in the target search processes, one
should notice that the presented approach is rather oversimplified
with many realistic features not taken into account. We list several
simplifications in our model. (i) More than two transcription fac-
tor proteins are typically involved in gene activation or repression,34

but we have considered only two TFs. (ii) We analyzed only the
one-dimensional motion of the particles, which corresponds to the
protein translocation along the DNA segment. However, in real cells,
transcription factors alternate between scanning the DNA chain
and moving in the bulk solution around DNA. (iii) The sequence
specificity of the DNA segments and the protein conformational
fluctuations are totally neglected, while multiple theoretical stud-
ies suggest that these factors might strongly influence the search
dynamics.17,35 (iv) The cellular environment, both in the bulk solu-
tion and on the DNA strand, is very crowded which can affect the
search dynamics.36,37 (v) Although we focused on the mean search
time, recent studies have shown that the mean value does not always
contain all relevant information for understanding the underlying
molecular mechanisms.38–41 It will be important to test the presented
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theoretical ideas using more advanced theoretical analysis as well as
in the experimental studies.
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