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Protein searching and recognizing the targets on DNA was the subject of many experimental and theoretical
studies. It is often argued that some proteins are capable of finding their targets 10-100 times faster than
predicted by the three-dimensional diffusion rate. However, recent single-molecule experiments showed that
the diffusion constants of theprotein motion along DNAare usually small. This controversy pushed us to
revisit this problem. We present a theoretical approach that describes some physical-chemical aspects of the
target search and recognition. We consider the search process as a sequence of cycles, with each cycle consisting
of three-dimensional and one-dimensional tracks. It is argued that the search time contains three terms: for
the motion on three-dimensional and one-dimensional segments, and the correlation term. Our analysis shows
that the acceleration in the search time is achieved at some intermediate strength of the protein-DNA binding
energy and it is partially “apparent” because it is in fact reached by parallel scanning for the target by many
proteins. We also show how the complementarity of the charge patterns on a target DNA sequence and on
the protein may result in electrostatic recognition of a specific track on DNA and subsequent protein pinning.
Within the scope of a model, we obtain an analytical expression for the capturing well. We estimate the
depth and width of such a potential well and the typical time that a protein spends in it.

I. Introduction: Facilitated Diffusion

There are many proteins that regulate the activity of DNA,
for example, repressor proteins, DNA polymerases, DNA
helicases, and endonucleases/restrictases.1 They have different
functions, but most of them have to reach and recognize their
targetssdistinct short sequences or defects on DNA moleculess
a moment before starting their “job”. When recognition refers
to a precise match with two or three DNA base pairs, it is often
called site-specific. If it extends to a somewhat longer DNA
sequences, then it is called sequence-specific. Despite multiple
experimental and theoretical efforts, how exactly proteins
recognize the target places on DNA still remains, in many cases,
a puzzle.2,3

Reaching the target and recognizing it are two sides of the
process. The key questions here are: (i) How fast can a protein
reach a given target on DNA? (ii) What exactly causes it to
stop at the target? (iii) Once captured, will the protein residence
time be long enough for the protein to perform its function? In
this paper we are not going to describe the protein performance
after reaching the target, but we will try to answer these three
questions.

It has been realized that some DNA-binding proteins, for
example,lac repressor, can find the corresponding targets on
DNA much faster than allowed by ordinary three-dimensional
diffusion. This phenomenon is calledfacilitated diffusion, and
it has attracted the attention of many investigators.4-12 Typically,
these proteins possess high sequence specificity in their interac-
tions with DNA. A current understanding of this phenomenon,
supported by some experimental observations, is the following.

The search process is a combination of three-dimensional
excursions of proteins in solution and their one-dimensional
sliding on DNA.13

A number of theoretical studies on the subject of facilitated
protein diffusion on DNA have been performed in recent years.
Several concepts that can allow decrease of the target search
time have been implemented. In particular, some models of
combined 3D diffusion in solution and 1D sliding along the
DNA have been developed;3,7,49,50the effects of intersegmental
protein transfer on a coiled DNA molecule have been studied
and can make the process of DNA sampling by proteins more
efficient;51 the model of attractive “antenna” around the DNA
target site has been utilized,5 and the protein-DNA interaction
energy landscape on 1D protein sliding has been studied in refs
7, 8, 31, and 52. Some effects of electrostatic interactions on
protein-DNA binding affinity have been considered in par-
ticular in ref 53. Computer simulations of facilitated protein
diffusion on DNA have been performed in refs 10, 54, and 55.
Still, some aspects of this phenomenon require a more detailed
theoretical consideration. In particular, (i) how the protein search
process takes place out of equilibrium, (ii) what “facilitated
diffusion” means in the view of recent experimental findings
that 1D diffusion on DNA tracks appeared to be orders (!) of
magnitude slower than in the solution bulk, and (iii) how
strongly the complementarity of DNA and protein charge lattices
can contribute to their electrostatic recognition. It is often
claimed that the acceleration of the search process is achieved
by reducing the dimensionality for some parts of the searching
pathways.4,3 This picture implicitly assumes that the diffusion
constants for 3D (denoted asD3) and 1D (D1) motion are of
the same order of magnitude, or at least not too different.

However, recent single-molecule experiments,14,15as well as
old bulk biochemical studies,16 suggest that one-dimensional
protein transport along the DNA is, in fact, much slower (more

* Corresponding author.
† Max-Planck-Institut fu¨r Physik komplexer Systeme.
‡ Rice University. E-mail: tolya@rice.edu.
§ Imperial College London. E-mail: a.kornyshev@imperial.ac.uk.
| Institut für Festkörperforschung. E-mail: a.cherstvy@fz-juelich.de.

4741J. Phys. Chem. B2008,112,4741-4750

10.1021/jp076432e CCC: $40.75 © 2008 American Chemical Society
Published on Web 03/22/2008

D
ow

nl
oa

de
d 

vi
a 

R
IC

E
 U

N
IV

 o
n 

O
ct

ob
er

 2
0,

 2
02

2 
at

 1
9:

16
:5

6 
(U

T
C

).
Se

e 
ht

tp
s:

//p
ub

s.
ac

s.
or

g/
sh

ar
in

gg
ui

de
lin

es
 f

or
 o

pt
io

ns
 o

n 
ho

w
 to

 le
gi

tim
at

el
y 

sh
ar

e 
pu

bl
is

he
d 

ar
tic

le
s.



than 1000 times!) than 3D diffusion in the bulk of the solution.
Thus, the motion along the DNAper seis not what accelerates
the optimized search. In addition, in the currently reported
theoretical models the rate of association of proteins to the target
sequences was found to increase withdecreasingconcentration
of free proteins or targets.3 It is thus obvious that at least in
this limit some of the previous approaches break down.

This forces us to revisit the physical and chemical aspects of
the main stages of facilitated diffusion. The goal of the first
part of the paper is to develop a qualitative picture of the search
and detection of targets on DNA. We treat nonequilibrium large-
scale properties of the search process, calculate the mean time
of reaching the target, and consider the effects of the strength
of protein adsorption onto the DNA. In the second part, we
present a model of protein-DNA primary recognition based
on the complementarity of their charge patterns. We introduce
some degree of nonuniformity along the DNA and calculate
the forces that bind or model proteins near it. We calculate the
shape of the potential well near the DNA-protein complemen-
tary region and the mean time of protein escape from this well.
We also present the distribution of electrostatic potential for
some DNA protein complexes supporting the idea of DNA-
protein charge recognition.

Nothing in the derived formulas should be taken literally
because we used very simplified models for very complex
problems. But this was the only way to reach a certain level of
generality in our consideration. So, the qualitative conclusions
are what the readers are invited to address their attention to in
the first round.

II. Time for Reaching the Target: Diffusion Model

A. Model. Similar to the previous works on protein diffusion
on DNA, we consider the process of reaching the target on DNA
as a sequence of searching events. On average, in our model
each protein binds and unbinds to DNA several times before
finding the target. Binding to nontarget segments of DNA is
called nonspecific; the average adsorption energy here is smaller
than that on the target segments because mostly noncovalent
interactions are responsible for the nonspecific binding. For
many proteins, electrostatic interactions provide a large contri-

bution to their nonspecific binding affinity to DNA. Each cycle
consists of 3D and 1D tracks, explored by protein with different
velocities.

Consider a DNA molecule with an average distance between
the targetsL (∼1 µm), or one target per molecule. The mean
first-passage time for any protein molecule to reach a target of
size a (typically 3-6 DNA base pares or 1-2 nm) can be
calculated as follows. The protein molecule is assumed to move
through 3D space some average distancex (the length of a free
path of a protein to DNA in solution). It binds to DNA at a
random position and then moves along it some average distance
λ, the sliding length. The protein scans on average a section of
the lengthλ on DNA during this searching event, see Figure 1.

B. Basic Equations.The mean first-passage time for one
searching cycle of a particular protein can be calculated,
assuming that the segment of 3D diffusion is considered as
effective 1D diffusion with a properly rescaled diffusion
constant. The result reads17

Here â ) 1/kBT, G(z) is the free energy of the protein at the
positionzof its path, andD(z) is a position-dependent diffusion
constant

whereD3 and D1 are 3D and 1D protein diffusion constants,
respectively.

We assume that the energy of nonspecific binding to DNA
is Eads, and if kon andkoff are defined as the rate constants for
protein binding and unbinding, respectively, then

The parametery plays the role of the adsorption equilibrium
constant. At the same time, if the concentration of free proteins
in solution is cp and the effective volume concentration of
proteins adsorbed on DNA iscads, then the difference between
free energies of the protein in solution, and in the adsorbed state,
Eeff, is given by

It is important to note that hereafter we willnot assume
equilibrium between association and dissociation processes
because the majority of biological processes are generally out
of equilibrium.

The free energy profile along the searching trajectory can be
written in the following form

Substituting this expression into eq 1, we obtain

The terms in this formula can be understood in the following
way. The first two terms correspond to the time spent by the
protein on 3D and on 1D segments, respectively. The last term

Figure 1. Proteins adsorption and desorption onto and from DNA and
protein transport on DNA: a sketch defining the model parameters.np

is the number of proteins in the bulk;nads is the number of proteins on
DNA; koff and kon are the protein desorption and adsorption rate
constants;x is the average distance of a protein in solution from DNA;
andλ is the average length that a protein passes in one run on DNA,
called the “sliding length”. Distancer is an effective radius of DNA
“tube”; it is chosen so that the tube then fills the whole space occupied
by the DNA coil.

τc ) ∫0

x+λ exp[âG(z)]

D(z)
dz∫0

z
exp[-âG(z′)]dz′ (1)

D(z) ) { D3, 0 < z < x
D1, x < z < x + λ

(2)

y ≡ kon

koff
) exp(Eads

kBT) (3)

yeff )
koncp

koff cads
) exp(Eeff

kBT) (4)

G(z) ) { 0, 0< z < x
-Eeff, x < z < x + λ

(5)

τc ) x2

2D3
+ λ2

2D1
+ xλ

D1 yeff
(6)
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is the correlation term responsible for contributions of trajec-
tories when the protein went from 3D to 1D but unbinds from
DNA before it travels the whole lengthλ. This contribution
partially accounts for fluctuations in the length of the 3D and
1D segments (recall thatx andλ are parameters averaged over
many searching trajectories). Note that this last term was not
present in the previous theoretical treatments; however, as will
be shown below, it plays an important role in the dynamics of
reaching the target.

In order to find the target the protein, on average, should
scan the lengthL/nads. The number of adsorbed proteins in the
denominator,nads, appears here because the protein is not alone
on the contour lengthL: the average distance between the
proteins isL/nads, and this is the length that each protein should
scan. This is so because if not “this” protein, then another one
will find the target. We use here an approximation of a low
concentration of proteins on DNA,nads, (L/λ), which implies
a negligible probability of overlap of trajectories of individual
proteins sliding on DNA.

Generally, the total mean time to find the target is given by
the following expression

The exponentR > 0 reflects the nature of the scanning
mechanism. If we assume that after desorption from DNA a
protein can rebind with equal probability toany point on the
lengthL (which is a reasonable assumption for realistic situations
of D3 . D1), as shown in ref 4, then, simply,R ) 1. Exponents
R > 1 correspond to superdiffusion, whileR < 1 correspond to
the subdiffusive regime. Because various modes of diffusion
are possible in these complicated substrates, for generality it
would be better to keepR as a parameter of the model. To get
a more practical expression forτc in eq 6 and therebyτ, we
will need to expressx, yeff, andλ through observable quantities.

Similar to refs 3 and 5, we view the DNA molecule as a coil
with a contour lengthL per target, see Figure 1. The volume of
such coil per one target is given by

wherer is 1/2 of the average distance between the neighboring
branches of DNA (an effective DNA radius), see Figure 1. This
parameter is responsible in the model for the effect of DNA
conformations and 3D structure on the protein diffusion. The
concentrations of free and adsorbed proteins can be written as

Here,np is the number of free proteins in the volumeV, and
nads is the number of adsorbed proteins on the lengthL. Both
np andnads may be non-integer, and can be even smaller than
1, but typicallynads . 1.

The scaling relationship coming from the fact that the volume
per one free protein molecule in solution can be written as

and it gives us

Next, we recall that by definitions, eqs 3 and 4

Finally, let us get an expression forλ. The flux of protein
molecules binding to DNA and unbinding from DNA is
proportional to, respectively

Here,τfree andτadsare the mean times for a protein molecule to
be found in the solution and in the adsorbed state, correspond-
ingly. Combining eqs 4 and 10-13, one obtains

where we have introduced a dimensionless ratio of the diffusion
constants,d ) D1/D3. Hence the optimal value of the sliding
length is

Substituting expressions 11 and 12 into eqs 6 and 7, it can
be shown that

This time should be compared with the time for the purely
3D search for the target of sizea, given by the Smoluchowski
theory.18 To be consistent, we again consider 3D diffusion as
an effective 1D process with a corresponding diffusion constant

Hence, therelatiVe search time is given by

If we use, finally, the explicit expression forλ, eq 15, then we
get

Let us point out again that, according to recent single-
molecule experiments,14 the value ofd, in contrast to the earlier
conjectures,3,4 can be very small, for example,∼10-3. Can we
still expect any acceleration of the search time? In fact, in spite
of the smallness ofd, we can getτ/τS < 1 for several reasons.
First,a/r can be as small as 10-2 for relevant DNA lengths and
densities3. Next, a large number ofnadscan also help. The role
of adsorption equilibrium constanty is more complex, as
discussed below.

τ ) ( L
λ nads

)1/R
τc (7)

V ∼ Lr2 (8)

cp )
np

V
, cads)

nads

V
(9)

npLx2 ) Lr2 (10)

x ) r

xnp

(11)

yeff ) y
np

nads
(12)

koncp ) 1
τfree

)
2D3

x2

koffcads) 1
τads

)
2D1

λ2
(13)

y
np

nads
)

npλ
2

r 2d
(14)

λ ) rxyd

xnads

(15)

τ ) Lr
2D3np (r

λ
1

nads
+ λ

r

np

nads

1
d

+ 2

xnpyd)( L
λ nads)(1/R)-1

(16)

τS ) 1
2D3acp

) Lr2

2D3anp
(17)

τ
τS

) (aλ 1
nads

+ aλ
r 2

np

nadsd
+ a

r
2

ydxnp
)( L

λ nads)(1/R)-1

(18)

τ
τS

) a
r ( 1

xnadsyd
+

npxy

nads
3/2xd

+ 2

xnpyd)[ L

rxnadsyd](1/R)-1

(19)

Protein-DNA Interactions J. Phys. Chem. B, Vol. 112, No. 15, 20084743



C. Discussion of the Results.As shown in Figure 2, for low
values ofy, the search time is large because of weak attraction
or even repulsion between the protein and DNA, which prevents
scanning for the target. The increase of the adsorption energy
makes the search time shorter, reaching the optimal value, after
which it starts to grow again. The latter is due to the fact that
for strong adsorption (largey) protein molecules spend most of
the time diffusing along DNA with rare unbinding events. This
makes the sliding lengthλ long. Because the 1D diffusion is
slow, this effect increases the overall search time. For very large
values of the adsorption energy, at whichy g y* ≈ L2nads/(r 2d),
the sliding length becomes equal to lengthL, and the relative
time reaches a plateau (not in the range displayed in Figure 2).
For R ) 1, the value of the plateau reads

Such a complex dependence of the relative time on adsorption
energy was first observed in ref 6 and analyzed in ref 5.

The relative time has, as well, a non-monotonic dependence
on the concentration of free proteins in solution, see Figure 3.
When the concentration is very low (remember thatnp can be
substantially smaller than 1), the protein molecule squanders
most of its time on binding and unbinding events and it does
not scan much of the DNA length. This is because after the
protein binds to DNA the thermodynamic drive tounbind

becomes enormous: at low concentrations, any binding or
unbinding event significantly shifts the chemical equilibrium
in one direction or another. As a result, the searching time
becomes very long in comparison with the ordinary Smolu-
chowski diffusion mechanism. In this case, the correlation time
dominates, and the relative search time increases with increasing
np.43 In the opposite limit (np . 1), the density of free pro-
teins is so large that there is always a protein close to the
target. Then, there is no need for scanning along the DNA
molecule because proteins can reach the target much faster
via 3D diffusion. In general, as the value ofy grows, the ratio
τ/τS decreases and the optimalnp value goes down as well,
Figure 3. As nads grows, the position of the minimum of
calculated times shifts to the right and the minimum value goes
down.

Any R < 1 will impede the searching process. The simplest
model considered here suggestsR ) 1, which corresponds to
an uncorrelated, random diffusion. However, one can think of
some sophisticated interplay between the bulk and surface
diffusion that effectively leads toR > 1 (“superdiffusion”), and
the latter would accelerate the search. But without a consider-
ation of a particular biophysical model behind such superdif-
fusion, it would not make sense to speculate about it any further.

It should be stressed once more that in our derivationwe did
not assume equilibriumbetween adsorption and desorption of
proteins from nontarget sequences. The equilibrium, however,
is a particular case of our analysis. Here,yeff ) 1, and, forR )
1,44 our calculation yields

In this case, our resulting formula due the account of the
correlation term is different from ref 4 (reflected by the+1
term in eq 21). This term will significantly increase the search
time and make it very difficult to explain the facilitated diffusion
for realistic values ofd , 1. Thus, the accelerated search is to
a high degree facilitated by the nonequilibrium character of the
environment inside the cell. We also obtain that at smalld the
search time is dominated by the correlation term in eq 19 while
at larged the diffusion in 1D gives the dominant contribution
to the total search time, see Figure 4. Note also that one can
optimize the search time via minimizing the total time in eq 19
overy; naturally, the optimaly value appears to be a decreasing
function of d.

Figure 2. Relative search time (the ratio of the calculated search time
as compared to Smoluchowski time, see text) as a function of the
adsorption strength fora ) 1 nm, r ) 30 nm,R ) 1, nads ) 1000,np

) 1, andd ) 0.001.

Figure 3. Relative search time as a function of protein concentration
for (1) nads ) 1000,y ) 1000; (2)nads ) 100,y ) 1000; and (3)nads

) 100,y ) 100. The dotted curve is the result without the correlation
term.

τ
τs

) a
nadsL (1 +

np

d
L2

r 2) (20)

Figure 4. Relative search time as a function of the ratio of the diffusion
coefficientsd. Notations for the curves: total time (black), time spent
in 3D (red), time in 1D (blue), and the correlation term (green).
Parameters:nads ) 100,np ) 1, y ) 1000.

τ
τs

) a
r

2

yxnp

xd + 1
d

(21)
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III. DNA -Protein Binding: Electrostatic Mechanism of
Primary Sequence Recognition

A. Experimental Observations.Similar to the first part, we
concentrate here mainly on proteins with a pronounced sequence-
specificity of interactions with the DNA. Several mechanisms
of DNA-protein sequence-specific recognition have been
discussed in the literature.19,20 Some of them are based upon
the formation of hydrogen bonds between protein amino acids
and DNA bases approached through the DNA grooves. The
others invoke electrostatic, hydrophobic, steric, hydration, or
van der Waals interactions. There is, however,nounambiguous
code for DNA-protein recognition. It is rather a probabilistic
than a deterministic process: the same protein can bind to a
number of DNA sequences with different affinities and thus
can tolerate some degree of mismatch. It is the sequence-
dependent DNA structure that determines the positions and
strengths for interactions of all types formed by a DNA fragment
with a DNA-binding protein.

Such proteins typically possess two binding modes. In the
nonspecific mode, the protein remains flexible to allow easier
scanning (for thelac repressor, the lysine and arginine residues
are quite mobile). In the specific binding mode, the protein forms
stronger interactions with the DNA that can induce substantial
deformations both in the protein (binding-induced protein
“folding”) and in the DNA structure.21 The proteins are typically
more rigid in this binding mode, see ref 22 for thelac repressor.

It has been experimentally observed that the rates of associa-
tion of many DNA-binding proteins are stronglysalt-dependent,
indicating the importance of electrostatic DNA-protein interac-
tions. In particular, for thelac repressor the observed binding
constant to DNA drops down dramatically as the concentration
of simple salt in solution grows.23,24 Strong sensitivity to the
presence of divalent cations in solution has also been detected.
The nonspecific binding mode of thelac repressor is entirely
electrostatic with about 11 charge-charge interactions of
positively charged protein amino acids (Lys, Arg, and probably
His) interacting with the negatively charged DNA phosphates.
Specific repressor-DNA complexes contain about six to eight
electrostatic contacts and in addition seven hydrogen bond
interactions.23,24The numbers of charge-charge interactions for
both complexes are extracted from the slope of thelac-repressor
binding constant on the log of the ionic strength of the solution.

A number of other gene regulatory proteins, for example,
the RNA polymerase,25 also have a positively charged patch in
the DNA-binding domain. The electrostatic interactions of DNA
phosphates with positively charged protein amino-acids are
believed, however, to be largely sequence-nonspecific. They are
thought to provide a general, nonspecific affinity of proteins to
DNA that allows proteins to stay close to the DNA surface and
not dissolve into the solution. The subsequent formation of
hydrogen bonds in the grooves of the double helix does depend
strongly on the DNA sequence; thus, the track of DNA to which
the protein will bind through building hydrogen bonds must be
recognized first.26 In the following, we focus precisely on this
electrostatic contribution to the sequence specific recognition,
which can drive the protein to its binding site.

B. Complementarity, Adaptation, and Randomness.What
is the fingerprint for the DNA-protein recognition? As we will
show below, the complementarity of DNA and protein charge
patterns in the recognition region can provide a primary
recognition mechanism. For DNA-protein electrostatic interac-
tions, such an option has not been studied before. Note that in
each binding mode the protein will tend to maximize the number
of corresponding interactions with the DNA. That might involve

someadaptationof protein and DNA aimed to improve the
complementarity of their interaction lattices.45 Such interaction-
induced adaptation of the protein and DNA structure has been
visualized recently for nonspecific and specific complexes of
the lac repressor with DNA.22,26

We will show that the electrostatic recognition between the
protein and its binding track on DNA results in a potential well
that traps the protein. On the contrary, when the degree of
complementarity is small (mismatch is large), such a well will
be shallow and practically unnoticeable, allowing proteins to
slide along DNA easily without trapping. Such a model of
DNA-protein recognition is conceptually similar to the theory
of electrostatic recognition of homologous genes on two
juxtaposed DNA molecules, considered earlier by some of us
for torsionally rigid27 and elastic DNA duplexes.28,29 Also, the
suggested model is reminiscent of the model of electrostatic
complementarity developed for describing protein-protein
electrostatic interactions in their complexes.30

Some effects ofrandomnessof the energy profile for protein
diffusion on DNA originating from the sequence specificity of
DNA-protein interactions has been considered recently within
several theoretical models.7,31,32 In particular, for a random
sequence nonspecific Gaussian-correlated energy profile the
protein diffusion was shown to be stronglyimpededwhen the
roughness of the potential surface exceeds the thermal energy.7

In ref 32, the base-pair-specific formation of hydrogen bonds
between protein chemical groups and DNA bases has been taken
into account. It has allowed the authors to predict the preferred
positions of recognition sequences on DNA for binding of RNA
polymerase as well as to study the effects of this randomness
onto the properties of protein diffusion.

C. Model and Approximations. Describing the “coarse grain
recognition”, we will make substantial simplifications. For
instance, it is known that a repressor protein binding to DNA
involves a release of counterions condensed on the double helix
because positively charged protein residues replace them in
interactions with the negatively charged DNA phosphates. Upon
protein sliding along the DNA, a fast equilibrium is established
between cations removed from the DNA surface in front of the
protein and rebinding to the DNA behind it.6 This process of
“evaporation” of adsorbed cations induced by “ironing” the
DNA by the protein involves cation-DNA binding energies
larger than the thermal one. We thus neglect the contribution
of rearrangement of cations in the hope that this will rather
contribute a constantindependentof the patterns of fixed charge
distributions considered in the model. Although in this case the
linearized Poisson-Boltzmann model theory may fail easily,
somequalitatiVe features of the result are expected to be similar
to those obtained from the solution of the full nonlinear
Poisson-Boltzmann equation (for similar situations, see, e.g.,
refs 33 and 34).

The DNA and a protein will be modeled hereafter as linear
quasi-periodic1D charge lattices with the average separation
h between the elementary chargese0 on both lattices. Only
electrostatic interactions are taken into account in the model.
The axis-to-axis DNA-protein separation isR, the protein has
M ) 2N + 1 charges, and the DNA has an infinite number of
charges, see Figure 5. DNA charges are all negative; protein
charges are all positive.

More complicated charge distributions as well as the DNA
helicity can be, in principle, incorporated in a more sophisticated
model, but a “linear model” is a good starting point, at least
because some DNA-binding proteins are known to move in a
spiral-like fashion following the DNA helical motif. Indeed, the
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quasi-1D sliding of a protein along DNA considered here can
be visualized as sliding either along a straight array of charges
or along a helical path in the proximity of the DNA phosphate
strand. Note that the observed spiraling of some proteins around
the helix upon sliding on DNA (e.g., RNA polymerase35) is
consistent with the picture of electrostatic interactions of proteins
with helical DNA charge patterns. Namely, upon tracking the
negatively charged DNA strands a protein shouldnot cross the
electrostatic barriers between DNA strands and grooves (see
ref 56), contrary to the situation when it just slides along the
DNA axis without any spiraling.

Distanceh characterizes the average separation between the
phosphate charges on DNA (∼7 Å along aB-DNA helical
phosphate strand,∼3.4 Å along the axis of single-stranded
DNA, and ∼1.7 Å along the axis of the double-stranded
B-DNA) and a typical periodicity of charges on the protein.46

The actual positions of DNA phosphates and of protein charges
fluctuateabout these regular positions with some dispersion:
∆m are the variations on themth site on DNA andδn are the
variations on thenth site of the protein. There can be two models
to describe the positions of charges on DNA and protein
interacting arrays.

In the model oflong range order, zn ) nh + ∆n with <∆n
2>

) ∆2 and for the proteinzm ) mh+ δm with <δm
2> ) δ,2 see

Figure 5. In this model, the periodicity of the charged lattices
persists at all distances along the molecules and variations in
charge positions are described by a Debye-Waller smearing
of the lattice. Physicallythis is not a good model for DNA, see
ref 36 for a detailed explanation. We consider it here only for
tutorial purposes because it is easier to handle. Furthermore,
the notion of a long-range order must be apprehended with a
pinch of salt because of course there could be no real long range
in one dimension.

Much more realistic for DNA is theshort-range ordermodel
in which the mismatches in positions of chargesaccumulate
along the lattices

where the actual values of∆s are sequence-specific. This model
mimics the sequence-specificity of the DNA structure.

The recognition between DNA and protein takes place in the
region where the patterns of charges are the same, that is, where
the equality∆n ) δm holds. For such “recognizable” sequences,
the DNA-protein electrostatic interaction energy is expected
to be lower than that for sequences with uncorrelated patterns
of charges. We position the center of the complementary region
on DNA at z ) z*; the center of the protein is atz ) z0.

As mentioned, in what follows, we neglect the elasticity of
the protein and of DNA, assuming that the positions of charges
cannotbe affected by mutual electrostatic interactions of the
lattices. In a simplest model that does take into account the
elastic response, the charges can be connected by elastic springs
and their actual positions will be found from the minimization
of elastic and electrostatic energy. As a result, the charges adjust
their positions to some extent and the depth of the potential
well near the recognition region will decrease.47

When calculating DNA-protein electrostatic interactions, we
set the dielectric constant of the medium between them to be
small, that is,εc ) 2-5. This assumption can hold for interaction
of charges near the contact, where the water molecules are likely
to be removed and interaction of charges takes place predomi-
nantly through a low-polarizability environment. The charges
far from the close contact, however, interact mainly through
the electrolyte solution and the approximation of small dielectric
constant is likely to fail there (see ref 37 for some effects of
low-dielectric DNA interior on the electric field around the
molecule). Larger dielectric constants used for this region would
diminish the interaction energy. The main prediction of our
simple model is the shape and depth of the recognition well in
a relatively tight DNA-protein contact, for which the smallεc

value is likely to hold.
D. Expression for the Recognition Energy.For a given set

of values ofδ and ∆, simple Fourier analysis shows that a
general expression for the energy of electrostatic interaction of
two linear charge arrays in electrolyte solution with the
reciprocal Debye screening lengthκ can be written as

whereK0(x) is the modified Bessel function of the second order.
We now average the energy eq 23 over the realizations of
Gaussian uncorrelated fluctuations in charge positions on protein
and on DNA.

Long-Range Order. In this case, the Gaussian average of eq
23 over the position of charges is trivial and the total interaction
energy of a protein with DNA is given by

Here g ) 2π/h determines the reciprocal screening length
connected with the charge periodicity andΩ2 ) δ2 + ∆2. The

Figure 5. Scheme of protein-DNA electrostatic recognition. The
protein and DNA are modeled as linear arrays of point-like charges:
protein charges are all positive (blue), and DNA charges are all negative
(red). In the model of the long-range order shown in the picture, DNA
and protein charges keep the average periodicityh (indicated by small
semitransparent circles). The charges are displaced randomly from these
positions on∆n andδm on the corresponding DNA and protein cites.
The DNA-protein separation isR, and the elastic constant of DNA
and protein backbone isK. This constant is taken infinitely large in
the model considered in the text.

zk ) kh + ∑
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-
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2 R) ×
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first term in eq 24 is the attraction energy ofM charges to a
homogeneously charged DNA “line”. The second term accounts
for the energy barriers due to the discreteness of DNA charges.
The third term describes the difference in the interaction energy
of the protein with a complementary region on DNA as
compared to that with a noncomplementary region. This is the
electrostatic DNA-protein recognition energythat will be
denoted hereafter as∆W. It is this quantity that represents a
well for protein trapping on its complementary track on DNA.
It is proportional to the number of charges in the complementary
regionM and not toM2 because each protein charge is in register
with only oneDNA charge in the recognition domain.

For small fluctuations and in the absence of added salt the
recognition energy, beingh-independent in this limit, scales like
the mean-squared fluctuation amplitude,Ω2, and returns a
particular simple form

wherelB ) e0
2/(εkBT) is the Bjerrum length in water and∆ z )

z0 - z*.
Short-Range Order.In this case, the derivations are more

cumbersome and are presented in the Appendix. The ap-
proximate expression for the recognition energy, obtained under
similar simplifying assumptions as in derivation of eq 25 reads
as

where M-dependent factorsR, â, and γ are defined in the
Appendix. We thus obtained two handy but nontrivial expres-
sions for the recognition well, eqs 25 and 26. As we have
explained earlier, eq 25 is not structurally justified for DNA,
and so a slightly more complicated eq 26 is recommended, that
typically results in deeper and wider wells.

E. Shape of the Well and Protein Residence Time.These
approximate shapes of the recognition energy for long- and
short-range order reveal good agreement with the corresponding
exact numerical calculations, see Figures 6 and 7. Interestingly,
the well is, of course, symmetric in∆z, being confined on both
sides by two potential barriers.48 The width of the well in the
case of short-range order grows with the length of the recogni-
tion domain. At physiological salt concentrations the energy

well becomes less deep but does not disappear. In realistic
situations, there will hardly be any mobile ions between the
protein and DNA anyway. By varying the model parameters
(R, Ω, M, κ), one can vary the depth of the well in a wide range.
The depth diminishes nearly exponentially with the separation
R between the protein and DNA axes in the case of short-range
order in the presence of salt, and asR-3 for the long-range order
without salt.

It appears that the width of the recognition energy well in
the short-range order is rather small. This well is unlikely to
work as afunnel directing a protein from far away on DNA
toward its actual binding site, and this is not what is physically
expected. The protein diffusion will, however, be slowed down
in the vicinity of the well. The calculations of the mean first-
passage time for the energy wells (eq 25) has revealed, however,
the unimportance of the actual well shape:38 the well works like
a Smoluchowski drain and only its width matters.

We have estimated a typical time the protein spends in the
well. In Figure 8, we show the results of the Kramers-like
approach for the inverse escape rate (τKr) and the mean first-
passage time from the bottom of the well to the top of the
barriers (τc), as calculated from eq 1 for the energy well given
by eq 26. As expected, for stronger amplitudes of distortions
both the depth of the well and the height of the barriers increase,
resulting in longer times the protein spends in the well. One
can expect that if the residence time is larger than a typical
time of protein conformational rearrangements then an interac-
tion-induced protein folding (or unfolding) can occur.

These times lie typically in the microsecond to millisecond
range, depending on the size of the protein domains that have
to rearrange. Being confined in the well, proteins can adjust to
DNA even better via forming stronger interactions (e.g.,
hydrogen bonds). The latter can be modeled as a delta-like

Figure 6. Electrostatic recognition energy for the fictional case oflong-
rangeorder. Numerical integration of eq 24 atκ ) 0 and atκ ) 1/(7
Å) are, correspondingly, the solid and dashed-dotted curve; the
simplified result eq 25 is the dotted curve. Parameters:M ) 11, R )
10Å, εc ) 2, ε ) 80, δ2 ) ∆2 ) 0.5 Å2.

〈∆W(∆ z)〉long-range

kBT
≈ -

lBMΩ2
ε

2εc

R2 - 2∆ z2

(R2 + ∆ z2)5/2
(25)

〈∆W(∆ z)〉short-range

kBT
≈

-
2 lBε

εcπ
γK0(κR)

xπ (2(R + â) - ∆z2)e-(∆z2/4(R + â))

8(R + â)5/2
(26)

Figure 7. Recognition energy profile for the realisticshort-rangeorder
in the charge positions. Dotted-dashed curve is the exact result eq
A3, thick dotted curve is the expansion eq 26. Parameters:h ) 3.4 Å,
κ ) 1/(7 Å) and other parameters are the same as in Figure 6.

Figure 8. Residence time in the well as calculated from the Kramers
equation,τKr (solid curve), and the mean first passage time from the
bottom of the well to the top of the potential barrier,τc, eq 1 (dashed
curve). Parameters are the same as in Figure 7,D1 ) 108 Å2/s.
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potential, which is switched on in the energy minimum after
some time of residence. Such binding-induced changes in protein
conformations appear to be necessary to allow proteins to
perform a fast diffusion on a nonspecific DNA fragment and at
the same time to bind strongly to a specific target site on DNA.

F. Potential Distribution. As an example of importance of
the close contacts of opposite charges in DNA-protein interac-
tions, let us consider now the distribution of electrostatic
potential around some DNA-binding proteins: thelac repressor
and the histone octamer. The structure of the nonspecifically
boundlac repressor has been obtained in ref 22, 1osl.pdb file
of the Protein Data Bank (PDB, www.rcsb.org). First, the DNA
is almost straight in the nonspecific complex and the hydrophilic
positively charged lysine, arginine, and histidine residues of the
protein are in close proximity to DNA phosphates. Figure 9a,
for example, shows the contact region of these cationic protein
residues (represented in blue) and the DNA phosphates (shown
in yellow). On the contrary, in thelac repressor bound
specifically to DNA, PDB entry 1l1m.pdb and ref 39, the DNA
is bent by about 36° upon stronger overall protein binding,
Figure 9c.

The electrostatic potential distribution in these complexes was
obtained using a solver in Protein Explorer and MDL Chime
protein visualization programs, Figure 9b and c. Blue and red
regions in these figures correspond to positive and negative
potential values, correspondingly. The color intensity correlates
with the potential absolute value. As one can see,the distribution
of the positiVe potential on the nonspecifically bound lac protein
follows the helical pattern of negatiVe charges in the DNA
binding region. Positive charges are in close contact with the
DNA phosphates, while negatively charged residues are further
away from the DNA. Positively charged protein residues
accumulate near DNA phosphates also for DNA-protein com-
plexes involving zinc finger and leucine zipper recognition
motifs. So, we expect the consequences of DNA-protein charge
matching to be quite general for DNA-protein recognition. This
supports, or at least does not contradict the model of DNA-
protein charge-charge recognition suggested above. A step
further in the development of DNA-protein charge recognition
models would be, using the PDB files for various DNA-protein
complexes, to analyze whether the helix of DNA phosphates
indeed generates in its proximity an array ofperiodically
positionedpositively charged protein residues. And the basic
question then would be how sequence-specific are these charge-
charge DNA-protein interactions.

For the nucleosome core particle, PDB entry 1aoi and ref
40, the 1.75 turns of DNA superhelix are shown wrapping
around the histone octamer in Figure 9d. The Mn2+ cations
bound to DNA (in green) appear to be necessary for obtaining
good crystals, affecting the interactions between neighboring
core particles in the assembly.41 One can recognize a ring with
a positive charge on the outer histone core surface bound to
the DNA. This ring ensures quite uniform electrostatic binding
affinity along the wrapped DNA, in addition to specific binding
contacts in the nucleosome in places where the DNA minor
groove faces the histone core.

IV. Summary

Facilitated protein diffusion on DNA is a complicated process,
which exploits a relatively fast diffusion through 3D sections
of protein transport toward the DNA in solution and presumably
much slower 1D diffusion along the DNA chain. If not for the
impeded motion on 1D tracks, then one could have suggested
that reaching the target by one protein is accelerated via
narrowing down the search space from 3D to 1D. Our analysis
shows, however, thatthere is no facilitated diffusion for one
protein under realistic conditions. Acceleration of the overall
search process is ensured by parallel, simultaneous scanning
for the target by many proteins adsorbed on the DNA due to a
nonspecific binding.

The patterns of phosphate charges on DNA correlate with
its sequence. As we have shown, the complementarity of charges
on the protein and on the DNA target sequence can provide a
sufficiently deep well, which may slow down a protein diffusing
along DNA. The estimated residence time is enough to allow
the protein to start performing its specific function, but not
passing by the target.

Although some details of the search and sequence recognition
thus seem to get clearer, many questions still remain to be
answered. All of the conclusions made are “averaged” over
many degrees of freedom. Thus, correlated motion of proteins
should be investigated, as well as the effects of DNA confor-
mational dynamics. It is also important to take into account the
nonequilibrium nature of the cell environment, which was
incorporated in our analysis in a simplistic form, in order to

Figure 9. (a) Charge complementarity in DNA-protein interactions
is realized via close contacts of positively charged protein residues
following the path of negatively charged DNA phosphates. (a)
Arrangement of positively charged residues Lys, Arg, and His (shown
in blue) in the nonspecifically boundlac repressor complex near the
contact with the DNA phosphates (shown in yellow). The view along
the DNA axis. (b-d) Visualization of the electrostatic potential
distribution for nonspecifically (b) and specifically (c) boundlac
repressor-DNA complexes as well as on the histone proteins in the
nucleosome core particle (d). Blue color corresponds to positive values
of the electrostatic potential, and the potential is negative in red regions.
The DNA potential is not shown. The images are obtained with the
help of “MDL Chime” program for the protein visualization and with
an integrated electrostatic potential solver in “Protein Explorer 2.80”.
We have used the Protein Data Bank files for the atomic coordinates
in these protein-DNA complexes, 1osl.pdb, 1l1m.pdb, and 1aoi.pdb,
correspondingly.
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clarify such fundamental issues as passive versus active biologi-
cal transport.
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Appendix

Recognition Energy in the Short-Range Order Model.The
expression for the interaction energy of DNA with the protein
charge array is

wherezm ) z0 + mh+ ∑s′)0
m δs′ andzn ) z* + nh + ∑s)0

n ∆s are
the positions of charges on the protein and on the DNA, andM
) 2N + 1 is the number of charges in the recognition domain.
The complementary regions on the protein and on DNA start
on their left end, at positionsz0 andz*, correspondingly. The
summation over the DNA charges is separated into three parts,
∑n)-∞

∞ f ∑n)-∞
0 + ∑n)1

M + ∑n)M+1
∞ , in order to extract the

recognition energy. After performing the averaging over realiza-
tions of the random variables,∆s andδs′, the Fourier component
of the recognition energy reduces to

Calculating the sums and putting, for simplicity,∆2 ) δ2 we
get a rather cumbersome expression for the average recognition
energy

In the limiting case ofM ) 1, ∆ε(q) f 1 - e-q2δ2 and the
result recovers the one for the long-range order. For largerh
values, the∆W(∆z) reveals “oscillations” about the basic shape,
in agreement with the computer simulations of A. Wynveen.42

To get a simpler expression for the recognition energy, we
take theq integral approximately using the Laplace method.

Namely, for smallq values we writef(q) ≡ eln[K0(xq2+κ2R)∆ε(q)]

≈ K0(κR)e-âq2γq2e-Rq2, where the coefficients are defined by
our model parameters as

Hence we obtain eq 26 of the main text. Alternatively, one can
expand the functionf(q) near its maximum atq ) q0 using the
method of steepest descent. This will give slightly more accurate
result but with no simple expression forq0.

Typically, the approximations considered above work better
for smallerM values (when the shape ofε(q) is less compli-
cated), for largerR values (when the decaying Bessel function
under the integral suppresses the contributions from largeq
values to the integral more effectively), and at smallerh values
(when the oscillations of∆W(∆z) are less pronounced or
disappear at all). The approximations typically work less
satisfactorily near the bottom of the well. For instance, the
expansion described above predicts that the depth of the well
saturates as a function ofM, while the exact calculations result
in the increase of well depth with the number of charges in the
recognition domain, as one would expect. For the typical values
used in this study ofM ) 3-10, the difference between the
approximate and exact results is not substantial, taking into
account the level of simplification from the initial expression
for the recognition energy (eq A3) to the final expression (eq
26).
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