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ABSTRACT: The effect of morphology on singlet fission (SF) efficiency
was investigated by using a combination of high-level electronic structure
methods and a simple three-state kinetic model. The calculations
reproduce the observed differences in SF efficiency in different
polymorphs of 1,3-diphenylisobenzofuran (DPBF) and 1,6-diphenyl-
1,3,5-hexatriene (DPH), as well as make predictions about 5,12-
diphenyltetracene (DPT). The analysis of different factors contributing
to the rates reveals that (i) there is more than one pair of adjacent chromophores that contribute to SF; (ii) not only slip-stacked
configurations show efficient fission; and (iii) both electronic couplings and energy differences are responsible for different rates.
The model predicts that the difference in SF efficiency in DPBF and DPH polymorphs increases at low temperature. In contrast,
temperature dependence of the relative rates in the two DPT forms is predicted to be small. Our model predicts similar rates for
the two polymorphs of DPT, although one form features much more favorable electronic couplings. This prediction depends
strongly on the magnitude of Davydov’s splitting; small changes in its value may change the ratio in favor of faster SF in xylene-
grown crystals of DPT.

1. INTRODUCTION

Singlet fission (SF), a process in which one singlet excited state
is converted into two coupled triplet states, is of interest in the
context of organic solar cell technology.1,2 Although the
phenomenon has been known for quite some time,3 the
mechanistic details are still unclear. Thus, despite vigorous
research,1,2 the design principles for materials capable of
efficient SF remain elusive.
Many theoretical studies of SF interrogated electronic

structure aspects of the problem1,2,4−14 focusing on energies
of the relevant states and estimating electronic couplings using
diabatization schemes or one-electron approximations. Several
studies attempted to estimate the rates of SF by using simple
Landau−Zener type of approaches7 or more sophisticated
dynamics simulations.15−17 Recently, we introduced a theoreti-
cal framework18,19 that combines high-level ab initio calcu-
lations of electronic factors with a simple 3-state kinetic model
of the SF process. Our approach is based on correlated
adiabatic wave functions and the respective transition density
matrices that give rise to nonadiabatic couplings. The model
was used to explain the observed trends in SF rates in acenes
and to interrogate the relative importance of electronic and
entropic contributions.19 A kinetic model for the first step of
singlet fission, the generation of the multiexciton state, has been
developed by Van Voorhis and co-workers;20 their approach is
based on a Marcus-like rate expression and employs con-
strained density functional theory (DFT)21 for calculations of
the diabatic and adiabatic states and the couplings.
Several factors contribute to the efficiency of SF. First, the

individual chromophores should have properly aligned energy

levels, such that E(S1) ≈ 2 × E(T1). Second, the interaction
between the chromophores in a molecular solid is also critically
important. The arrangement of the molecules in a solid affects
the energy levels, the exciton delocalization, and the electronic
couplings between the relevant states. Although the significance
of each of these factors for the SF process is obvious, it is not
clear what exactly is the best arrangement. Several recent
experimental studies have illustrated the significance of the
morphology on the rates and yields of SF.4,22−28 For example,
covalently linked dimers of tetracene show significantly
decreased rates and yields.22 Likewise, SF is much slower in
solution than in the bulk.29 While these observations can be
explained by unfavorable couplings and entropic contribu-
tions,19 the reported differences in the yields of SF in different
forms of the same molecular solid25−28 are more puzzling.
Several examples are listed below. Efficient SF has been
reported in amorphous 5,12-diphenyltetracene (DPT); how-
ever, the crystalline form shows no fission.23 Bardeen and co-
workers reported a 1.5 difference in SF rates in the two
polymorphs of 1,6-diphenyl-1,3,5-hexatriene (DPH). Finally,
recent studies by Michl and co-workers25−27 presented
strikingly different yields (and rates) in the two forms of 1,3-
diphenylisobenzofuran (DPBF): while the so-called α form
shows 125% yield of triplet excitons (at 300 K), the second
form, β, shows <10%. The difference becomes even more
pronounced at low temperature. The structural, spectroscopic,
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and physical properties of the two forms are similar; the
calculations reported in ref 26 further confirmed that the
electronic structure of the two polymorphs is indeed very
similar.
In this work, we investigate three systems: DPBF, DPH, and

DPT. We explain the observed differences in the SF efficiency
in DPBF and DPH by using our recently developed theoretical
framework.18,19 We also make predictions about SF rates in the
two crystalline forms of DPT.23,30

2. THEORETICAL FRAMEWORK
Figure 1 summarizes relevant electronic states and salient
features of our model (see refs 18 and 19 for details). SF is

initiated by the absorption of a photon producing an initially
excited delocalized singlet state. In a dimer, its wave function
can be described as a linear combination of the excitonic
(S1(A)S0(B) and S0(A)S1(B)) and charge-resonance (A

−B+ and
A+B−) configurations:

+ + +− + + −c c c cS (A)S (B) S (A)S (B) A B A B1 1 0 2 0 1 3 4 (1)

The oscillator strength is spread over several such excitonic
states (two in the dimer, denoted by S1(AB) and S1′(AB),
following the notations from ref 18); their energies differ by the
so-called Davydov splitting, Ed. We assume that the initially
excited state relaxes to the lowest excitonic singlet state prior to
SF; thus, in our calculations we use energy and electronic
coupling of the lowest excitonic state of a dimer, whether it
happens to be bright or dark. In the case when the Davydov
splitting is small, giving rise to substantial thermal populations
of the higher states, we include the respective rates into the
total rate calculation using Boltzmann’s weights:

≡ = β
′P PBF (S )/ (S ) e E

1 1
d (2)

State 1 is the multiexciton state (1ME); it can be described as
two triplet states localized on the adjacent individual
chromophores coupled into a singlet state, 1T(A)T(B). State
2 is two uncoupled triplets.
Recently, we introduced a simple three-state model for the

rate of SF process.19 The electronic energy diagram is shown in
Figure 1. The relevant energies are Estt (the difference between
the initial singlet state and two independent triplets, Estt = E[S1]
− 2 × E[T1]) and Eb (multiexciton stabilization energy,

5ME−1ME). The rates of the first (state 0 → state 1) and the
second (state 1 → state 2) steps are denoted by r1/r−1 and r2/
r−2 (note that these notations differ from the Merrifield triplet
recombination model31). This minimalist model of SF can be
further extended by including the decay channel (characterized
by rate rd), as discussed below.
Using a linear free energy approach,32,33 which argues that

the activation energy for a process is proportional to the free
energy difference of the reaction, one can connect the rates and
the free energies of the three states:

=G 00 (3)

= − − −G E E TS1 stt b 1 (4)

= − −G E TS2 stt 2 (5)

where TS1 and TS2 denote entropic contributions (relative to
State 0) to the Gibbs free energies of states 1 and 2. This model
is, admittedly, very simple and relies on numerous approx-
imations; its validity will be judged by a careful comparison
with the experimental trends. We note that the linear free
energy approach has been successfully utilized to rationalize
and predict trends in a large variety of processes in organic
chemistry, giving rise to such important relationships as
Hammett, Taft, Grunwald−Winstein, Swain−Scott, and
Bronsted scales.32,33 Recently, the assumptions behind linear
free energy relationships have been analyzed and justified by
first-principle calculations for a series of SN2 reactions.34 The
linear free energy approach works the best when applied to a
series of sufficiently similar compounds/processes. Because the
polymorphs of molecular solids have very similar structural and
physical properties, this is a good case for applying a linear free
energy relationship.
The entropy is crucially important for singlet fission;19,35 for

example, it allows one to overcome an unfavorable electronic
energy difference in tetracene. Entropy also facilitates the
separation of the two bound triplets (multiexciton state, 1ME)
into two independent triplets. In solids, the entropy increases
both in the first (S1 →

1ME) and in the second (1ME → 2T1)
steps.19 In our previous work,19 we estimated the entropic
contributions for crystalline acenes. The calculation depends on
the degree of the delocalization of state 0; thus, the magnitude
of entropic contribution depends on the morphology. However,
when comparing rates in homologically similar compounds
(such as acenes) or polymorphs of the same compound, it is
reasonable to assume that the entropic contributions are similar
because (i) the number of the nearest neighbors is the same for
the polymorphs considered in the present paper; (ii) the lattice
parameters and, consequently, the average separation between
the chromophores are very close; and (iii) the spectroscopic
properties of different forms are very similar, suggesting a
similar degree of delocalization of the initial exciton. Under this
assumption, the relative rates are determined by the electronic
energy differences alone (and, of course, the couplings).
In the present study we focus on estimating the rate of the

first step, S1(AB) →
1ME and S1′(AB) →

1ME:

γ→ ≈
+

αβ +
⎛
⎝⎜

⎞
⎠⎟r

E E
[S (AB) ME] e E E

1 1
1

stt b

2
( )stt b

(6)

Figure 1. Three-state model of singlet fission. “State 0” denotes an
initially excited delocalized state, “State 1” is a multiexciton state,
1T1(A)T1(B), and “State 2” corresponds to two independent triplets.
Relevant electronic energies are Estt = E[S1] − 2 × E[T1], multiexciton
stabilization energy, Eb = E[5ME] − E[1ME], and Davydov’s splitting
Ed = E[S1′] − E[S1].
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γ→ ≈ ′
+ +

αβ
′

+ +
⎛
⎝⎜

⎞
⎠⎟r

E E E
[S (AB) ME] e E E E

1 1
1

stt b d

2
( )stt b d

(7)

where α is a proportionality coefficient (we use 0.5, as in the
previous study19) and β = 1/kT. ∥γ∥ and ∥γ′∥ are the norms of
symmetrized one-particle transition density matrices between
1ME−S1 and 1ME−S1′, respectively. (∥γ∥/ΔE) is a proxy for a
nonadiabatic matrix coupling element (see refs 18 and 36 for
details and benchmarks); the rate is proportional to its square,
as follows from the Fermi Golden Rule expression for rates of
nonadiabatic transitions. The overall rate is computed as
Boltzmann-averaged r1 and r1′:

=
· → + →

+
′r

r rBF [S ME] [S ME]
BF 1

1 1
1

1 1
1

(8)

where BF is defined by eq 2.
We note that ∥γ∥ is not equivalent to the coupling; thus, it

cannot be used to compute absolute rates of nonadiabatic
transitions. However, it contains information about state
interactions (e.g., mixing of CR configurations into the S1
and ME states), and the changes in ∥γ∥ along different
displacements correlate well with the magnitude of the full
nonadiabatic coupling, as illustrated by a recent benchmark
study.36

Finally, we note that the rates are computed for fixed
geometries of dimers taken from the crystal structures; thus, the
effect of nuclear motions is not included. While it may be
important for absolute rate calculations, we expect that the
frequencies of the promoting modes are similar in the
polymorphs, leading to the cancellation of the Golden Rule
like prefactors in the rate expressions. This limitation can be
lifted by including classical or quantum estimates of Franck−
Condon factors.37−39

In ref 19, this 3-state model was used to to compute the first-
passage time,40 τ:

τ = + + = + +−
⎛
⎝⎜

⎞
⎠⎟r r

r
r r r r K

1 1 1 1
1

1

1 2

1

1 2 1 2 1
eq

(9)

Note that this minimalist model focuses on the rates alone
and does not describe yields. Efficient SF can be identified by
small τ that reduces the losses due to the competing channels
(radiationless or radiative relaxation, exciton trapping, etc.). To
make a more quantitative connection between the rates and the
experimental yields, we extend the model by introducing decay
channels (from state 0 and state 1) characterized by rate rd. For
simplicity, we assume the same yields (Y2 = Y1) for steps 1 and
2:

= = =
+

=
+

⎜ ⎟
⎛
⎝⎜

⎞
⎠⎟

⎛
⎝

⎞
⎠Y Y Y Y

r
r r x

( )
1

11 2 1
2 1

1 d

2 2

(10)

where

=x
r
r
d

1 (11)

describes the competition between the decay and SF rates:
when rd ≪ r1, Y1 ≈ 1. The effective rate of the first step is also
affected by the decay, because the residence time in state 0 is
now equal to

τ =
+r r
1

d
1

1 (12)

Thus, the rate of the first step that takes into account the decay
channel, r1

d, can be written as

= +r r x(1 )1
d

1 (13)

Note that, while lowering the yield, the decay accelerates the
effective rate out of state 0. In section 4.1, we use experimental
data on the yields of SF in DPBF to evaluate x. We then use x
to evaluate r1

d. The assumption of equal yields is, of course, very
crude and is used here only to illustrate the overall effect of the
decay channel. It can be relaxed and refined when more
detailed experimental data becomes available.

3. COMPUTATIONAL DETAILS
We use the RAS-2SF method,41,42 which is capable of
describing both the excitonic and multiexciton states in the
same framework. Following the protocol developed in ref 19,
we employ the cc-pVTZ basis43 from which f-functions were
removed, cc-pVTZ(-f). RAS-2SF calculations are performed
using the ROHF quintet reference and use 4-electrons-in-4-
orbitals active space.
The structures of different forms of crystalline DPBF, DPH,

and DPT are taken from refs 23, 26, 28, and 30. From these
structures, we selected monomers and dimers for electronic
structure calculations, as described in the respective sections
below. We also performed geometry optimizations for the
monomers at the RI-MP2/cc-pVTZ level of theory; at these
structures RAS-SF vertical excitation energies were computed
and compared with the experimental data in solutions. All
relevant Cartesian geometries are given in the Supporting
Information.
All calculations are performed using the Q-Chem electronic

structure package.44,45 The computed adiabatic wave functions
are used to calculate one-particle density matrices and,
consequently, to estimate nonadiabatic coupling elements, as
described in ref 18. While RAS-2SF produces qualitatively
correct wave functions, the absolute excitation energies are not
sufficiently accurate, due to the lack of dynamic correlation.
Consequently, energies of the excitonic states are over-
estimated; thus, S1−1ME gaps are of poor quality. However,
energy differences such as Davydov splittings and multiexciton
stabilization energy are reproduced much better due to error
cancellation, as confirmed by comparisons with higher-level
methods, such as SOS-CIS(D) (see the Supporting Informa-
tion of ref 18). To obtain better estimates of the S1−1ME gaps,
we use an empirical correction based on the experimental
excitation energies of the individual chromophores:

= + Δ − × ΔE E E E( [S ] 2 [T])stt
corr

stt
comp

1 1 (14)

Δ = −E E E[S ] [S ] [S ]1
exp

1
comp

1 (15)

Δ = −E E E[T] [T] [T]1
exp

1
comp

1 (16)

Note that, while these energy gaps are crucially important for
absolute rates or when comparing the rates in different
compounds, in the calculations of the relative rates of the
polymorphs of the same compound, the correction (almost)
entirely cancels out, as one can see from eq 6.
When calculating couplings from ∥γ∥ and ΔE, it is more

appropriate to use an unshifted value of Estt, as it is consistent
with the Hamiltonian that defines nonadiabatic coupling. All
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calculations presented in the main manuscript use unshifted Estt
in the couplings calculations. In this case, the energy
corrections exactly cancel out from the relative rate calculations,
that is, relative rates do not depend on the absolute values of
Estt but only on their differences. We expect that the differences
in Estt between different dimer structures of the same
compound are reproduced much better than the respective
absolute values. In the Supporting Information, we also present
values computed with couplings with the shifted gap (this leads
to a small change in the relative rates).

4. RESULTS AND DISCUSSION

4.1. 1,3-Diphenylisobenzofuran. Figure 2 shows the
structure of DPBF. The main structural differences between the
α and β forms are the length of the c-axis (20.271 and 19.423 Å
in the α and β forms, respectively) and angle β (106.215° and
93.534°) of the unit cell, as shown in Figure 2. In our
calculations, we consider five different dimers: dimer1 is A + C,
dimer2 is A + B, dimer3 is A + D, dimer4 is B + C, and dimer5
is B + D. There are the same number of dimers of type 1, 2, and
3 and twice as many dimers of type 4 and 5 (dimers are
counted by considering different types of nearest neighbors for
each molecule in the unit cell).

Table 1 summarizes relevant electronic factors, Estt

(corrected), Eb, Ed, ∥γ∥, and ∥γ′∥; the respective raw energies
are given in the Supporting Information (Table S1).

We observe that, in all dimers, SF is more endothermic (by
∼0.02 eV) in the β form. In agreement with calculations from
ref 26, we observe the largest Davydov splitting in dimer2. In
both dimer1 and dimer2, the couplings are larger for the S1
state than for S1′. The magnitudes of the couplings in the two
forms of dimer1 and dimer2 are similar. Interestingly, dimer3

Figure 2. Structure of DPBF. Unit cells of the α (top left, view along b-axis; top right, view along c-axis) and β (bottom left, view along a-axis;
bottom right, view along c-axis) polymorphs. Dimers considered in rate calculations: dimer1 (A + C), dimer2 (A + B), dimer3 (A + D), dimer4 (B +
C), and dimer5 (B + D).

Table 1. Relevant Electronic Energies (eV) and ∥γ∥2 in
Several DPBF Dimers

structure Estt Eb Ed ∥γ∥2 ∥γ′∥2

dimer 1 α −0.494 0.006 0.002 0.008 0.006
β −0.518 0.005 0.002 0.008 0.005

dimer 2 α −0.506 0.003 0.141 0.003 8.3 × 10−4

β −0.533 0.003 0.144 0.003 7.2 × 10−4

dimer 3 α −0.462 0.000 0.008 0.018 0.014
β −0.485 0.000 0.011 8.5 × 10−6 8.5 × 10−6

dimer 4 α −0.467 0.000 0.016 4.7 × 10−5 4.7 × 10−5

β −0.492 0.000 0.017 4.0 × 10−5 4.0 × 10−5

dimer 5 α −0.474 0.000 0.032 1.7 × 10−6 7.8 × 10−7

β −0.493 0.000 0.020 1.1 × 10−6 1.2 × 10−6
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(whose structure is neither stacked nor herringbone like) shows
the largest difference between the two polymorphs as well as
the largest coupling (for the α form). Dimer4 and dimer5
feature smaller couplings (dimer5 is excluded from the rate
calculations below). Note that the trends in Davydov splitting
and Eb do not follow the trends in ∥γ∥, e.g., Eb is zero for
dimer3, which has the largest coupling. This observation further
illustrates the importance of computing the coupling, rather
than using energy differences as a proxy.
On the basis of Davydov’s splittings, for dimer1 and dimer3

both singlet states should be included in the rate calculations at
room temperature (Boltzmann factors are 1−1.5), whereas for
dimer2 only the lowest excitonic state should be considered. At
lower temperatures, however, the contributions from the higher
excitonic states become insignificant.
Table 2 summarizes the results for rate calculations and the

respective Boltzmann factors. First, for each form, we compute
the rates relative to the dimer2 rate. Then for each dimer, we
compute the relative rates for the α and β forms. As one can
see, dimer3 shows the fastest rate in the α form for both S1 and
S1′. In β, dimer1 and dimer2 contribute the most. At lower
temperature, the differences are significantly enhanced due to
the difference in Estt between the two forms.
To compute relative rates, we add the rates for each type of

dimer (multiplied by the number of the dimers of each type)
for the α and β forms and then scale the result by the α/β ratio
for dimer2 (the rates for each form are computed relative to
dimer2). At 298 K, this yields

α β = + + + × ×

+ + + ×

=

r r( )/ ( ) (2.99 1 10.8 0.03 2) 1.52

: (2.86 1 0.006 0.026 2)

5.8: 1

1 1

(17)

which is in semiquantitative agreement with the experimental
ratio, 2.7 in bulk crystals and 3.4 in films.25,26 We note that
using Boltzmann averaging leads to a small but noticeable
difference, e.g., the ratios computed only for the S1 and S1′
states are 5.3:1 and 5.0:1, respectively. At 77 K, the computed
ratio is much larger: r1(α)/r1(β) = 97; this is because SF is
more endothermic in the β form than in the α form. The
experimental rates at lower temperature have not been
reported; however, our result is in agreement with the observed
increased difference in the SF efficiency, e.g., at 300 K, the yield
of triplets is 125% and 10% for the α and β forms, respectively,
whereas at 77 K, the yield for the α form increases up to 200%.
The yield of triplets for the β form at 15 K is <5%.
Using the extension of the model described in section 2, eqs

10−13, the experimental total yields of triplets, Y, result in the
following yields for step 1: Y1(α) = 0.84 and Y1(β) = 0.22 at
298 K, and Y1(α) = 1 and Y1(β) = 0.15 at 77 K. Note that the
difference in yields Y1 for the two forms (as well as differences
at two different temperatures) are less pronounced than in the
total triplet yields. Using these yields, we estimate the values of
parameter x for the two forms by eq 11. At 298 K, x(α) = 0.27
and x(β) = 3.5, and at 77 K, x(α) = 0 and x(β) = 5.7. Now we
can use these values of x derived from the experimental yields
to correct the rates of the first step (or, more precisely, the rates
out of state 0) to take into account the decay channel using eq

Table 2. Relative Rates Computed for Different Dimers from α and β Forms; 1:2:3:4 Denotes Relative Rates in Dimers1−4
(See Fig. 2 for Definitions of the Dimers)

form dimer S1 →
1ME rate S1′ →

1ME rate Boltzmann factor total rate

T = 298 K
α 1:2:3:4 3.37:1:11.5:0.028 0.98:1:3.81:0.014 1.1/247/1.4/1.9 2.99:1:10.8:0.03
β 1:2:3:4 3.47:1:0.06:0.024 0.95:1:0.003:0.013 1.1/277/1.5/1.9 2.86:1:0.0068:0.03
α/β 1 1.48:1 1.77:1 1.59:1
α:β 2 1.52:1 1.71:1 1.52:1
α/β 3 3 048:1 2274:1 2702:1
α/β 4 1.76:1 1.73:1 1.76:1
α/β all 5.34:1 5.03:1 5.77:1

T = 77 K
α 1:2:3:4 7.94:1:119:0.217 1:1 201:24:0.102 1.4/2.4 × 109/3.4/11.6 7:49:1:129:0.256
β 1:2:3:4 9.15:1:0.074:0.210 1:1320:0.025:0.110 1.4/3.8 × 109/5.4/13.5 8.07:1:0.089:0.246
α/β 1 6.15:1 7.39:1 6.58:1
α/β 2 7.09:1 6.73:1 7.09:1
α/β 3 11 300:1 7 118:1 10 400:1
α/β 4 7.34:1 6.82:1 7.38:1
α:β all 81.3:1 6.71:1 96.8:1

Figure 3. Active-space molecular orbitals from RAS-2SF calculations of dimer3 in the two polymorphs. Top, α-DPBF; bottom, β-DPBF. From left to
right: HOMO−1, HOMO, LUMO, LUMO+1; contour value 0.02.
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13. At 298 K, we obtain r1
d(α)/r1

d(β) = 2.1:1, which is in a better
agreement with the experiment than the r1 values presented
above. At 77 K, our calculations predict the following ratio:
r1
d(α)/r1

d(β) = 14.5:1.
We emphasize that explicit values for the rate ratios depend

on the yield in each step. However, for all conditions we expect
that the decay processes will modify the rate for the α form
much less than that of the β form because of the higher yield of
the former.
In summary, our calculations explain the observed difference

in rates and efficiency of SF in the two polymorphs of DPBF.
The calculations also explain the larger difference at lower
temperature. The analysis of different components attributes
the difference to a particularly favorable chromophore arrange-
ment in dimer3 of the α form, in contrast to the β form. The
difference in rates of the two forms of dimer3 is dominated by
the couplings and can be explained by more extensive orbital
delocalization in the α form (see Figure 3); however, the
energetic contribution is also important (SF is ∼0.02 eV less
endothermic in the α form). The next significant contribution
to the rate comes from dimer1. In this case, the α form is also
more efficient than the β form; however, the difference is much
smaller (1.5:1). In this case, the couplings are similar and the
difference in rates is mostly due to different Estt. This finding is
in agreement with the conclusions from ref 20 that emphasized

the importance of the overall thermodynamic drive (i.e., Estt)
for the fast singlet fission.
To better understand the nature of coupling, we analyzed the

RAS-2SF wave functions of dimer1 and dimer3 following the
same strategy as in ref 18 Leading electronic configurations of
the 1ME, 5ME, and S1 states are given in the Supporting
Information (Tables S5−S8). As one can see, in both forms
5ME state is of purely multiexciton character and does not
include CR contributions. However, in dimer3 the 1ME state
has ∼30% of CR character in the α form and no CR character
in the β form. The S1 state of dimer3 shows a small admixture
(2%) of CR configurations in the α form. Interestingly,
dimer1’s states show no CR character in either form, which is
consistent with the smaller magnitude of the couplings. Thus,
the α form of dimer3 has the largest couplings because of the
efficient mixture of CR configurations into the 1ME state.

4.2. 1,6-Diphenyl-1,3,5,-hexatriene. Figure 4 shows the
structure of the two polymorphs of DPH, monoclinic form and
orthorhombic form; Figure 5 shows the individual chromo-
phores used to construct different dimers. We considered three
types of dimers: dimer1 is A + B (herringbone-like structure, as
in acenes), dimer2 is A + C (stacked structure), and dimer3 is
A + D (in-plane nonstacked structure). There are four dimer1s,
two dimer2s, and two dimer3s, which will be taken into account
in the overall rate calculation. As explained above, the dimers

Figure 4. Structure of DPH. Top, monoclinic form (M-DPH); bottom, orthorhombic form (O-DPH).

Figure 5. Four monomers from the crystal structure of DPH used in dimers’ calculations. Four different dimers are considered: dimer1, A + B (left);
dimer2, A + C (left); dimer3, A + D (middle, M form; right, O form).
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are counted by considering different types of nearest neighbors
for each molecule in the unit cell.
Table 3 summarizes relevant energies (the raw values are

given in the Supporting Information, Table S9). In this case,

Davydov’s splitting is sufficiently large for all three dimers, such
that only the S1 → 1ME rate needs to be considered. The
results of rate calculations are given in Table 4. We note that

dimer1 (whose structure is similar to the herringbone structure
of dimers from acenes) provides dominant contributions in
both M and O at 298 K. Dimer2 (stacked structure) follows
dimer1 closely (at 298 K). Dimer3 shows small contributions at
room temperature. In dimer1, Estt is nearly the same in both
forms; thus, the difference in rates is dominated by the
coupling. The situation is different in dimer2 and dimer3 where
SF is exothermic in M and endothermic in O.
Differences in couplings in dimer1 from the M and O crystals

can be rationalized based on the results of ref 18, where the
effects of orientation were investigated for model acenes
structures. Figure 6 shows the S1−1ME coupling along the
interfragment slipping coordinate (D, the displacement along
the long molecular axis). As observed in ref 18, γ varies strongly
along this coordinate. As clearly seen from Figure 6, γ drops by
a factor of 2 as D varies from 2.1 Å (its value in M-DPH) to 4.4

Å (the value of D in O-DPH). Thus, it is the difference in the
slipping coordinate of the two forms, rather than the distance
between the planes of the chromophores, that controls the
coupling. The MOs of the two forms are shown in the
Supporting Information (Figure S1); M-DPH shows larger
delocalization. The wave function analysis of the ME and S1
states of dimer1 (see Supporting Information, Tables S11−
S12) reveals that the weights of CR configurations are almost
twice higher in the M form, i.e., the 1ME and S1 states have 21%
and 9% of CR character in M, whereas in the O form the CR
weights in these states are only 12% and 4%. Thus, as in the
case of dimer3 of DPBF, larger couplings in dimer1 of M-DPH
are due to a noticeable mixing of the CR configurations into the
1ME state.
Using the same algorithm and assuming that all dimers are

equal, we obtain r1(M)/r1(O) = 6.1:1 (at 298 K), which is in
semiquantitative agreement with the experimental ratio of 1.5:1.
As seen from Table 4, all dimers exhibit a similar trend, but for
different reasons: in dimer1, couplings are responsible for faster
rate in the M form, whereas in dimer2 and dimer3, Estt drive the
difference. At lower temperatures, we observe the change in the
relative contributions of dimer1, dimer2, and dimer3. Our
calculations predict an increased difference in rates between the
two forms at low temperature.

4.3. 5,12-Diphenyltetracene. DPT is a promising SF
system. Interestingly, an amorphous DPT film shows a high
triplet quantum yield of 122% (ref 23), whereas a vapor-grown
DPT crystal shows almost no SF (Bradforth, private
communication 2014).
Two different crystal structures of DPT have been reported:

a crystal grown by vacuum sublimation23 and from xylene
solvent.30 Figure 7 shows representative dimer structures taken
from the two X-ray structures (V and X, respectively) and the
three dimers used in the rate calculations. The relevant
electronic properties are collected in Table 5; raw energies are
given in the Supporting Information (Table S14). Dimer1 and
dimer2 are slip-stacked; dimer3 is not. There is an equal
number of the dimers of type 1 and 2, and 4 times as many of
dimer3. Note that in dimer1 and dimer2 in V, the DPT
moieties are offset by 0.5 and 1.5 rings, respectively, whereas in
X the chromophores are offset by 0.25 and 2 rings. As observed
for all acenes in ref 18, half-integer ring offset structures feature
small ∥γ∥ and large ∥γ′∥, whereas structures offset by the
integer number of rings have large ∥γ∥ and small ∥γ′∥. The
results for dimer1 and dimer2 in Table 5 follow this trend. The
small magnitude of couplings (between the 1ME−S1 pair) in all

Table 3. Relevant Electronic Energies (eV) and ∥γ∥2 in
Several DPH Dimers

structure form Estt Eb Ed ∥γ∥2

dimer1 M −0.108 0.015 0.443 0.104
O −0.106 0.008 0.192 0.018

dimer2 M 0.044 0.006 0.145 0.001
O −0.082 0.009 0.197 0.006

dimer3 M 0.102 0.000 0.117 2.3 × 10−5

O −0.040 0.000 0.123 4.0 × 10−4

Table 4. Relative Rates Computed for Different Dimers from
M and O Forms of DPH; 1:2:3 Denotes Relative Rates in
Dimers1−3 (See Fig. 5 for Definitions of Different Dimers)

form dimer S1 →
1ME Rate

298 K
M 1:2:3 1.98:1:0.111
O 1:2:3 1.53:1:0.153
M/O 1 6.56:1
M/O 2 5.07:1
M/O 3 3.67:1
M/O all 6.10:1

200 K
M 1:2:3 0.50:1:0.18
O 1:2:3 1.20:1:0.21
M/O 1 6.88:1
M/O 2 16.5:1
M/O 3 14.3:1
M/O all 9.96:1

100 K
M 1:2:3 0.008:1:0.83
O 1:2:3 0.58:1:0.55
M/O 1 7.96:1
M/O 2 590:1
M/O 3 892:1
M/O all 401:1

Figure 6. ∥γ∥2 for dimer1 of M-DPH as a function of displacement D
along the long molecular axis. D = 2.079 Å in M-DPH and 4.367 Å in
O-DPH (see Figure 4).
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V dimers explains the lack of efficient SF in vapor-grown
crystals of DPT. Thus, based on the couplings alone, one would
expect that S1 →

1ME rates will be larger in X. For dimer1, Estt
also favors the X form; however, in dimer2 SF is more
exothermic in the V form (by ∼0.06 eV). However, dimer3 has
several orders of magnitude larger couplings (for both S1 and
S1′) in the V form. Thus, dimer3 will only contribute toward the
total rate in V; however, its contribution is expected to be less
that those of dimer1 and dimer2.
The relative rates are summarized in Table 6. As expected

from the observed trends in couplings, the X form shows 50

times faster r1 for the S1 →
1ME transition than the V form.

Interestingly, the S1′ →
1ME rate is also faster in X. However,

the Boltzmann-averaged rates become nearly equal in the both
forms, slightly favoring V. This reversal of the trend is due to
large differences in Ed in dimer2. Whereas Ed in dimer2 from
the V form is very small (as expected for half-integer ring offset
structures), it is significant for the X form. Thus, it makes the
contribution of the S1′ →

1ME transition significant in V but

not in X. This, combined with contributions from dimer3,
reverses the ratio. Thus, although electronic couplings are
clearly more favorable in X, the overall rates appear to be close
in both forms. We note that this result depends strongly on the
computed Davydov’s splitting. Unlike for DPBF, our model
predicts that the temperature dependence of the V/X rates ratio
is weak. To summarize, our calculations predict small difference
in SF rates in the two forms of DPT at all temperatures.
However, given the uncertainties in the computed values and
the strong effect of Ed on the ratio, the X form may show faster
SF rate than the V form, owing to more favorable couplings in
the former. Note that given inefficient SF in V, it is unlikely that
the SF rate in X would become as fast as in the amorphous
DPT.23 It would be extremely interesting to measure SF rates
in the two forms experimentally; such measurements will aid
further development of the theoretical framework.

5. CONCLUSIONS
We investigate the SF process in three different compounds,
DPBF, DPH, and DPT. Each compound forms two different
types of molecular crystals. Although the polymorphs exhibit
very similar structural, physical, and spectroscopic properties,
the efficiency of SF is different, as illustrated by the
experimental studies25,26,28 of DPBF and DPH. We conducted
electronic structure calculations of relevant electronic factors
and estimated relative rates of the first step of SF using a simple
kinetic model.19 The computed ratios are in a good agreement
with the experimental results for DPBF and DPH, which
further validates our theoretical framework.18,19 The analysis of
the calculations reveals that (i) there is more than one pair of
adjacent chromophores that contribute to SF; (ii) not only slip-
stacked configurations show efficient fission; (iii) larger
couplings can be explained by orbital delocalization and
efficient mixing of the CR configurations into the 1ME state
(and, to a smaller extent, to S1); and (iv) both electronic
couplings and energies are responsible for different rates.
Notably, the recent study of Van Voorhis and co-workers20 has
arrived at the same conclusion, that the thermodynamic drive
(overall exothermicity of the singlet fission) plays a crucial role
in determining the rates of the process.
The calculations also explain the increased difference of the

rates in the DPBF polymorphs at low temperature; this is due
to the difference in electronic energy gaps between the singlet
and triplet states in the two crystal forms. In DPH, both
couplings and Estt contribute to the difference; the model
predicts similar temperature dependence as in DPBF. For DPT,
our model predicts similar rates for the two forms, although the
X form features much more favorable electronic couplings. We
note that relatively small changes in Ed for DPT may change

Figure 7. Crystal structure of DPT. Left, Three dimers from DPT crystal grown by vacuum sublimation (V); right, three dimers from DPT crystal
grown from xylene solvent (X).

Table 5. Relevant Electronic Energies (eV) and Couplings in
Several DPT Dimers

structure form Estt Eb Ed ∥γ∥ ∥γ′∥
dimer1 V 0.590 0.004 0.202 0.001 0.093

X 0.615 0.014 0.374 0.118 0.029
dimer2 V 0.711 0.025 0.004 0.001 0.139

X 0.639 0.022 0.285 0.140 0.098
dimer3 V 0.680 0.000 0.048 0.018 0.014

X 0.816 0.000 0.047 2.9 × 10−5 2.4 × 10−7

Table 6. Relative Rates Computed for Different Dimers from
V and X Structures at Different Temperatures

form dimer S1 →
1ME rate S1′ →

1ME rate total rate

T = 298 K
V 1:2:3 1:14.3:1.77 1:0.58:0.006 1:459:1.86
X 1:2:3 1:2:0.006 1:1.27:7.28 × 10−7 1:2:0.005
V/X 1 1:368 1:11.1 1:133
V/X 2 1:51.3 1:24.2 1:0.58
V/X 3 1:1.16 1:0.001 1:0.35
V/X all 1:49.5 1:15.7 1:0.86

T = 77 K
V 1:2:3 1:4.11 × 104:220 7 858:197:1 1:3.48 × 106:255
X 1:2:3 1:12:199 1:0.052:2.84 × 10−10 1:12:199
V/X 1 1:2 617 1:1.21 × 106 1:2 617
V/X 2 1:0.77 1:2.51 × 106 1:0.009
V/X 3 1:2 366 1:2.71 1:2 042
V/X all 1:50.5 1:1.25 × 106 1:0.61
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this conclusion in favor of faster SF in the X form. The
combination of calculations and experimental measurements of
rates and yields in various polymorphs at different temperatures
will help to further understand the relative importance of
different factors contributing to the efficiency of SF.
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